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Current evidence suggests there are four memory 
systems for the retention of visual information: visible 
persistence, informational persistence, visual short-term 
memory (VSTM), and visual long-term memory (VLTM) 
(for reviews, see Hollingworth, in press; Irwin, 1992b; 
Palmer, 1999). Visible persistence and informational per-
sistence preserve a precise, high-capacity, point-by-point, 
retinotopic sensory trace that decays very quickly after 
a stimulus event (Averbach & Coriell, 1961; Coltheart, 
1980; Di Lollo, 1980; Irwin & Yeomans, 1986; Sperling, 
1960). Together, visible persistence and informational 
persistence are often termed iconic memory or, prefer-
ably, sensory persistence. Visible persistence is a visible 
trace that decays within 80–100 msec after stimulus onset 
(Di Lollo, 1980). If the stimulus onset asynchrony (SOA) 
between two stimuli is less than 80–100 msec, the vis-
ible persistence of the first overlaps with the initial sen-
sory processing of the second, causing the two stimuli 
to perceptually fuse into a composite image (Di Lollo, 
1980; Eriksen & Collins, 1967). When the two stimuli are 
complementary, such as two sets of dots forming a letter 
string (Eriksen & Collins, 1967), participants are able to 
perceive the full, composite stimulus at short SOAs. When 
two stimuli are not complementary, sensory integration 
leads to backward masking at short SOAs: The contours of 
the trailing mask perceptually fuse with the leading target 
stimulus, making the target more difficult to perceive.

Informational persistence also maintains a high-capacity 
sensory trace but in a format that does not support visual 
awareness (i.e., unlike visible persistence, informational 

persistence is not visible). Whereas the duration of visible 
persistence is locked to the onset of a stimulus, informa-
tional persistence lasts approximately 150–300 msec from 
stimulus offset (Irwin & Yeomans, 1986; Phillips, 1974; 
Yeomans & Irwin, 1985). Informational persistence does 
not integrate with a trailing stimulus, but it is nonetheless 
highly susceptible to backward masking (Irwin & Yeo-
mans, 1986; Pashler, 1988; Phillips, 1974). It is likely that 
early studies examining high-capacity sensory memory 
(e.g., Averbach & Coriell, 1961; Sperling, 1960) primarily 
tapped informational persistence, since the advantage for 
partial report over full report extended well beyond the 
temporal range of visible persistence.

VSTM maintains visual representations abstracted away 
from precise sensory information. Unlike high-capacity 
forms of sensory persistence, VSTM has a limited capac-
ity of three or four objects (Luck & Vogel, 1997; Pashler, 
1988) and less spatial precision than point-by-point sen-
sory persistence (Irwin, 1991; Phillips, 1974). However, 
VSTM is considerably more robust than sensory persis-
tence. It is not significantly disrupted by backward mask-
ing (Pashler, 1988; Phillips, 1974) and can be maintained 
for longer durations—on the order of seconds (Phillips, 
1974)—and across saccades (Henderson, 1997; Irwin, 1991, 
1992a). Evidence for object-based representations in 
VSTM comes from the fact that VSTM capacity is driven 
primarily by the number of objects to remember and not 
by the number of visual features to remember (Irwin & 
Andrews, 1996; Luck & Vogel, 1997). In addition, VSTM 
is sensitive to higher order object structure (Howe & Jung, 
1986; Pomerantz, 1977; Sebrechts & Garner, 1981). Using 
a sequential same–different task, Sebrechts and Garner 
found that patterns of dots were remembered more effi-
ciently when the dots could be grouped into a simple 
global figure than when they could not. We use the term 
higher level visual representation to describe the type of 
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Three experiments examined the visual memory representation supporting performance at long 
interstimulus intervals (ISIs) in an empty cell localization task. Two arrays of dots within a 4 � 4 grid 
were displayed briefly in succession. One grid cell did not contain a dot in either array, and the task was 
to localize the empty cell. In Experiment 1, we replicated previous findings of recovery to high levels 
of performance at long ISIs. In Experiment 2, we tested whether figural grouping in visual short-term 
memory (VSTM) supports long-ISI performance by manipulating the complexity of the array pattern. 
Pattern complexity had no effect on empty cell localization at 0-msec ISI, suggesting dependence on 
high-capacity visible persistence, but there was a large simple pattern advantage at long ISIs, suggest-
ing dependence on figural grouping in VSTM. Experiment 3 demonstrated that participants typically 
remember the empty cells of the first array, and not the dots, for comparison with Array 2.
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abstracted, object-based visual information retained in 
VSTM. VLTM maintains visual representations of format 
similar to those maintained in VSTM but has the capabil-
ity to accumulate hundreds of visual object representa-
tions (Hollingworth, 2004) over longer time scales and 
across multiple discrete inputs (Hollingworth, 2005; 
Standing, Conezio, & Haber, 1970).

As is evident from the above discussion, perhaps the 
most fundamental distinction between visual memory sys-
tems is between low-level, high-capacity storage (visible 
and informational persistence) and higher level, limited-
capacity storage (VSTM). This distinction has been in-
vestigated most directly using two related paradigms: a 
change detection paradigm developed by Phillips (1974) 
and an empty cell localization paradigm developed by 
Di Lollo (1977; Hogben & Di Lollo, 1974). The Phillips 
paradigm has been used primarily to distinguish informa-
tional persistence from VSTM. Phillips tested memory 
for checkerboard objects consisting of a virtual grid with 
approximately half of the squares randomly filled. The 
initial stimulus (Array 1) was presented for 1,000 msec, 
followed by a variable interstimulus interval (ISI) and a 
test stimulus (Array 2). Array 2 was either identical to 
Array 1 or identical except for the addition or deletion 
of a single filled cell. The task was change detection. 
The Array 1 duration of 1,000 msec placed Array 2 well 
outside the SOA range of visible persistence (Di Lollo, 
1980).1 Phillips observed very high levels of performance 
at short ISIs and significantly lower levels of performance 
at longer ISIs. In addition, short- and long-ISI perfor-
mance diverged on a number of variables. Short-ISI per-
formance was strongly disrupted by an unpredictable shift 
in Array 2 location, whereas long-ISI performance was 
practically unaffected. In addition, long-ISI performance 
was significantly influenced by the size of the array (in 
terms of number of cells), whereas short-ISI performance 
was not. Phillips argued that short-ISI performance was 
supported by a high-capacity sensory memory that was 
maintained in low-level retinotopic coordinates (infor-
mational persistence) and that long-ISI performance was 
supported by a limited-capacity memory abstracted away 
from precise spatial organization (VSTM). 

The second major paradigm, empty cell localization, 
has been used primarily to distinguish visible persistence 
from other forms of visual memory (Di Lollo, 1977, 1980; 
Di Lollo & Hogben, 1987; Dixon & Di Lollo, 1994; Enns 
& Visser, 2001; Hogben & Di Lollo, 1974). In this para-
digm, two arrays of dots are displayed in sequence within 
a visible or virtual grid. The first array fills approximately 
half of the cells in the grid. Array 2 fills all but one of the 
cells not filled in Array 1. Between the two arrays, one 
cell is always empty, and the task is to specify the location 
of this “missing dot.” Array 1 is typically presented for a 
very short duration (~30 msec), followed by a variable ISI 
and Array 2 (also presented very briefly). At short ISIs 
(and thus short SOAs, given the 30-msec Array 1 dura-
tion), the two arrays perceptually integrate, participants 
perceive a single dot array with one empty cell, and the 
task is very easy indeed. As ISI is increased, performance 

drops very rapidly to near floor levels by 100-msec ISI.2 
The rapid drop from 0- to 100-msec ISI in the standard 
paradigm likely derives from multiple sources. First, it 
clearly reflects the decay of visible persistence. Informa-
tional persistence should still be available at 100-msec ISI, 
but informational persistence does not support phenome-
nological integration. The rapid reduction in performance 
as ISI increases to 100 msec is also likely to be caused 
by interruption masking, in which the consolidation of a 
stimulus into a stable, reportable form is interrupted by 
the processing demands of a trailing stimulus (see Enns 
& Di Lollo, 2000, for a review). Such masking is most 
evident at positive ISIs in the range of 50–100 msec.

As a whole, research on early visual memory tells a 
consistent story. After a stimulus event, high-capacity, 
low-level sensory persistence is succeeded by higher level 
VSTM representations, with the capacity of VSTM lim-
ited to three or four objects. However, Brockmole, Wang, 
and Irwin (2002) produced evidence potentially difficult 
to reconcile with this view. Brockmole et al. used a ver-
sion of the empty cell localization paradigm, testing lon-
ger ISIs than had been typically used in that paradigm. 
Array 1 was a 4 � 4 or 5 � 5 grid with either 7 or 12 dots, 
randomly placed. Array 1 was presented for 33 msec, fol-
lowed by Array 2 after the ISI. Array 2 consisted of 8 or 
12 dots, with one cell empty across the two arrays. Brock-
mole et al. found the standard high levels of empty cell lo-
calization at 0-msec ISI and rapid decline in performance 
by 100-msec ISI. Surprisingly, however, performance in-
creased with even longer ISIs. By 1,500-msec ISI, local-
ization performance had returned to levels close to those 
observed at 0-msec ISI. Brockmole et al. estimated the 
number of dots retained at long ISIs, concluding that for 
the 4 � 4 grid, participants had retained on average 6.2 of 
the 7 dots from Array 1 and 7.8 of the 8 dots from Array 2. 
Capacity estimates were even larger for the 5 � 5 grid, 
with an estimate of 9.6 of 12 dots retained from Array 1 
and 11.7 of 12 dots from Array 2.

This accurate localization performance was observed 
at ISIs when memory for Array 1 should have been sup-
ported only by VSTM, yet the Array 1 capacity estimates 
quite significantly exceeded three or four individual dots. 
What accounts for this apparently high-capacity memory, 
and can these data be reconciled with current conceptions 
of limited-capacity VSTM? One possibility is that appar-
ently high-capacity performance at long ISIs is supported 
by high-capacity sensory memory. If so, then the visual 
memory system framework reviewed above would need 
to be revised, allowing for much longer sensory retention 
than has previously been found. A second possibility is 
that long-ISI performance is supported by VSTM, and 
VSTM can maintain more than three or four individual 
objects, at least for this type of stimulus. If so, then the 
three- or four-object limitation on VSTM capacity would 
need to be reconsidered. A third possibility is that long-
ISI performance is supported by VSTM, and VSTM 
groups individual dots into a larger scale object or objects. 
Under this figural grouping hypothesis, multiple dots are 
grouped into one or more higher order figures. VSTM 
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would still be limited to three or four objects, but those 
object representations would each contain information 
from multiple dots. Because the final hypothesis is most 
consistent with what is currently known about sensory 
persistence and VSTM, we considered it the most likely 
and sought to test it.

In Experiment 1, we replicated the Brockmole et al. 
(2002) paradigm, observing a similar recovery to rela-
tively high levels of performance at longer ISIs. In Ex-
periment 2, we tested the figural grouping hypothesis by 
manipulating the ease of figure extraction from Array 1, 
a manipulation of pattern complexity. Performance at 
0-msec ISI was unaffected by pattern complexity, whereas 
performance at longer ISIs was quite dramatically higher 
for simple Array 1 patterns than for complex Array 1 pat-
terns. These data demonstrate a VSTM locus for long-ISI 
performance and reconcile the apparently high-capacity 
performance observed by Brockmole et al. with the stan-
dard limited-capacity model of VSTM. Finally, in Experi-
ment 3, we used a pattern complexity manipulation to test 
two competing models of how VSTM supports accurate 
localization performance at long ISIs: an integration hy-
pothesis (Brockmole et al., 2002) and a negative-space 
comparison hypothesis (Jiang, Kumar, & Vickery, 2005). 
The results supported the latter model, indicating that 
performance at long ISIs is supported by VSTM for the 
Array 1 negative space (empty cells), which is then com-
pared with Array 2 to isolate the empty cell.

EXPERIMENT 1

In Experiment 1, we replicated the basic method of 
Brockmole et al. (2002). An initial, random array of dots 
was presented within a 4 � 4 grid for 30 msec, followed 
by a variable ISI between 0 and 4,000 msec, followed by 
a second array of dots for 30 msec. One cell in the grid 

did not contain a dot in either of the two arrays. After the 
appearance of the second array, the participants moved a 
mouse cursor to the cell that had not contained a dot and 
clicked to register their response.

Two dot array conditions were examined. In the 7–8 
condition, Array 1 contained seven dots, and Array 2 con-
tained eight dots (leaving one of the 16 cells unfilled). 
This condition was a direct replication of Brockmole et al. 
(2002, Experiment 1). In the 8–7 condition, Array 1 con-
tained eight dots, and Array 2 contained seven dots. This 
condition was included to allow comparison with Experi-
ment 2, which manipulated Array 1 complexity and used 
the 8–7 design given the availability of complexity ratings 
for eight-dot configurations. The two conditions were run 
as separate experiments with two sets of participants.

Method
Participants. Sixteen participants from the University of Iowa 

community completed the experiment, 8 in each experiment. All 
participants reported 20/20 uncorrected or corrected vision.

Stimuli. The stimuli were similar to those used in Brockmole 
et al. (2002, Experiment 1). Two arrays of dots were presented on 
each trial within a 4 � 4 grid. In the 7–8 condition, Array 1 con-
sisted of seven dots, assigned to 7 of the 16 cells in the grid. Array 2 
consisted of eight dots, assigned to eight of the nine cells not occu-
pied in Array 1. In the 8–7 condition, the number of dots assigned to 
each array was reversed. In both conditions, one cell was not filled 
in either array. The positions of the dots were determined randomly. 
As a result, the position of the empty cell was also randomly deter-
mined. The stimuli were displayed against a light-gray background. 
The 4 � 4 grid was composed of light-blue lines superimposed over 
the background. Dots were presented in black. The entire grid sub-
tended 13.7º of visual angle (both horizontally and vertically). Each 
cell in the grid subtended 3.4º. The diameter of each dot was 2.7º.

Apparatus. The stimuli were displayed at a resolution of 800 by 
600 pixels on a 17-in. video monitor at a refresh rate of 100 Hz. The 
initiation of image presentation was synchronized to the monitor’s 
vertical refresh. Responses were collected using a mouse. The pre-
sentation of stimuli and collection of responses were controlled by 

Figure 1. Sequence of events in a trial of Experiment 1. The participants pressed a pacing button to begin the 
trial, followed by the events illustrated in the figure. When the final blank grid appeared, the participants used a 
mouse cursor to click on the cell that had not contained a dot.

Blank Grid: 500 msec

Array 1: 30 msec

ISI: 0–4,000 msec

Array 2: 30 msec

Blank Grid:
Until Response
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E-Prime software running on a Pentium IV-based computer. View-
ing distance was maintained at 80 cm by a forehead rest. The room 
was dimly illuminated by a low-intensity light source.

Procedure. Each trial consisted of the following events (see Fig-
ure 1). First, the empty grid (superimposed over the gray background) 
was displayed. When ready to begin, the participants pressed a mouse 
button to start the trial. There was a 500-msec delay before presenta-
tion of Array 1. Array 1 was then presented within the grid for 30 msec 
(three refresh cycles at 100 Hz). The ISI between the end of Array 1 
presentation and the beginning of Array 2 presentation was 0, 20, 50, 
100, 250, 500, 1,000, 1,500, 2,000, 2,500, 3,000, or 4,000 msec. Dur-
ing the ISI, the blank grid was displayed. In the 0-msec ISI condition, 
Array 1 was presented for three refresh cycles (as in all conditions), 
and Array 2 was written to the screen at the onset of the fourth refresh 
cycle. Following the ISI, Array 2 was presented within the grid for 
30 msec. Array 2 was followed by the empty grid with a mouse cur-
sor presented in the center. The participants moved the mouse cursor 
to the cell they thought had been empty and clicked to respond. A 
mouse click outside of the grid or on a grid line was not accepted, and 
the cursor was returned to the center of the screen so the participant 
could provide a valid response. A mouse click within one of the cells 
terminated the trial. There was a 1,000-msec blank (gray screen) delay 
between the end of a trial and the beginning of the next trial.

The participants were given the following instructions, similar to 
those used in Brockmole et al. (2002):

When the blue grid appears, press the space bar to begin the trial. Two 
sets of dots will be displayed sequentially within the grid. The delay 
between the two sets will vary from almost no delay to a delay of about 
4 seconds. There will always be one grid cell that did not contain a dot in 
either of the two sets. Your task is to decide the location of this “missing 
dot.” After the two sets of dots have been displayed, a mouse cursor will 
appear on the screen. Move the cursor to the cell corresponding to the 
missing dot. Then click. Please strive to do this as accurately as possible. 
A good strategy may be to imagine that the first set of dots is still present 
after they have disappeared.

The participants first completed a practice session of 24 trials, 
two in each of the 12 ISI conditions, randomly intermixed. Feedback 
was provided in the practice session; the 1,000-msec gray screen 
between trials contained either the word correct or the word incor-
rect. The practice session was followed by the experimental session, 
consisting of four blocks of trials. Each block contained 96 trials, 8 

in each of the 12 ISI conditions. Thus, the participants completed 
a total of 384 trials, 32 in each of the ISI conditions. Within each 
block, trial order was determined randomly, producing a random 
intermixing of trials from the different ISI conditions. Feedback 
was not provided in the experimental session. The entire experiment 
lasted approximately 45 min.

Results and Discussion
7–8 condition. The results of the 7–8 condition are 

displayed in Figure 2. In this and in all subsequent analy-
ses, participant was treated as a random effect. Percent-
age correct localization data were examined in a one-way 
repeated measures ANOVA, with ISI as the independent 
variable. Localization performance varied significantly 
with ISI [F(11,77) � 22.64, p � .001]. The pattern of 
performance replicated the main characteristics of the 
Brockmole et al. (2002, Experiment 1) data. Performance 
at 0-msec ISI was quite accurate (79.3%), characteristic 
of sensory integration. There was an initial rapid de-
cline with increasing ISI, which was most pronounced 
at 100-msec ISI (21.9%). This initial drop in localiza-
tion performance was followed by a subsequent increase 
in performance as ISI was increased further, the critical 
result obtained by Brockmole et al. Maximum recovery 
was observed at 3,000-msec ISI (58.6%). Consistent with 
this clearly nonmonotonic pattern of performance, there 
was a reliable cubic trend in the percentage correct data 
[F(1,7) � 71.74, p � .001]. Examining short-ISI perfor-
mance, localization was reliably more accurate at 0-msec 
ISI than at 100-msec ISI [F(1,7) � 175.28, p � .001]. 
Examining the subsequent increase in performance, lo-
calization approached asymptote by 1,000-msec ISI, and 
performance was reliably higher at 1,000-msec ISI than 
at 100-msec ISI [F(1,7) � 12.26, p � .01]. Performance 
at longer ISIs did not completely rebound to the 0-msec 
ISI level. Performance at 0-msec ISI was reliably higher 

Figure 2. Localization accuracy as a function of ISI for the 7–8 con-
dition in Experiment 1. Error bars represent standard errors of the 
means.
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than performance at 3,000-msec ISI [F(1,7) � 10.25, p � 
.05].

Absolute levels of localization accuracy were very sim-
ilar to those in Brockmole et al. (2002, Experiment 1), 
who observed 79% correct at 0-msec ISI and 21% correct 
at 100-msec ISI (compared with 79.3% and 21.9% in the 
present experiment). The only major difference between 
the two experiments was that long-ISI performance in the 
present experiment did not quite recover to the same levels 
as that in Brockmole et al. Long-ISI performance reached 
asymptote at approximately 68% correct in Brockmole 
et al., compared with approximately 54% correct in the 
present experiment (the average of performance at 1,000 
to 4,000-msec ISI). This difference may derive from the 
one significant methodological difference between the two 
experiments. Trials in Brockmole et al. were blocked by 
ISI condition, whereas trials from different ISI conditions 
were randomly intermixed in the present experiment. If 
long-ISI performance is supported by strategic encoding 
of Array 1, such as figural grouping, then such strategic 
processing may have been facilitated by ISI blocking in 
Brockmole et al., because the strategy could be consis-
tently applied across all trials in a block.

8–7 condition. The results of the 8–7 condition are 
displayed in Figure 3. One participant was replaced in this 
condition because of very low levels of performance (at 
0-msec ISI, which typically yields accurate localization, 
the replaced participant’s mean was more than 3 standard 
deviations lower than that of the remaining 7 participants).

The 8–7 condition data produced a pattern very simi-
lar to that in the 7–8 condition. Localization performance 
varied significantly with ISI [F(11,77) � 23.03, p � 
.001]. As in the 7–8 condition, performance at 0-msec ISI 
was quite accurate (77.0%). There was an initial rapid de-
cline with increasing ISI, which was most pronounced at 
50-msec ISI (20.7%). This initial drop in localization per-

formance was followed by a subsequent increase in per-
formance as ISI was increased further. Maximum recov-
ery was observed at 3,000-msec ISI (63.3%). Consistent 
with this clearly nonmonotonic pattern of performance, 
there was a reliable cubic trend in the percentage correct 
data [F(1,7) � 313.57, p � .001]. Examining short-ISI 
performance, localization was reliably more accurate at 
0-msec ISI than at 50-msec ISI [F(1,7) � 477.47, p � 
.001]. Examining the subsequent increase in performance, 
localization approached asymptote by 1,500-msec ISI, 
and performance was reliably higher at 1,500-msec ISI 
than at 50-msec ISI [F(1,7) � 79.50, p � .001]. Perfor-
mance at longer ISIs did not completely rebound to the 
0-msec ISI level. Performance at 0-msec ISI was margin-
ally higher than performance at 3,000-msec ISI [F(1,7) � 
5.53, p � .05].

EXPERIMENT 2

Experiment 1 replicated the major effects of Brock-
mole et al. (2002, Experiment 1) and, in particular, repli-
cated the recovery to relatively high levels of performance 
at long ISIs. This result sets the stage for the central ques-
tion in the present study: What accounts for the appar-
ently high-capacity performance at long ISIs? To test the 
hypothesis that such performance is supported by figural 
grouping in VSTM, we used a method developed by Irwin 
(1991, Experiment 6). Irwin used a modified Phillips 
paradigm along with a manipulation of pattern complex-
ity. The basic paradigm displayed a dot array (Array 1) 
consisting of eight dots in 8 of 16 possible locations in 
an invisible 4 � 4 grid. Array 1 was followed by a second 
array after a variable ISI. Array 2 was either identical to 
Array 1 or identical except for the position of a single dot. 
The task was change detection. To examine the nature of 
Array 1 coding, Irwin manipulated the pattern complexity 

Figure 3. Localization accuracy as a function of ISI for the 8–7 condi-
tion in Experiment 1. Error bars represent standard errors of the means.
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of Array 1: Array 1 formed either a simple pattern or a com-
plex pattern. Simple patterns tended to group individual 
dots into one or more larger scale shapes. In the complex 
pattern set, larger scale shapes were not as evident, with 
dots haphazardly distributed within the array. Array 1 was 
presented for 250 msec, which placed Array 2 well outside 
the SOA window for visible persistence, even at the short-
est ISI of 1 msec, thus eliminating the possibility of sensory 
integration. Short-ISI performance was therefore likely to 
have been dominated by high-capacity informational per-
sistence. Long-ISI performance (5,000 msec) was likely 
to have depended on VSTM. Irwin found no advantage 
for simple versus complex patterns at the shortest ISIs—
suggesting dependence on a high-capacity memory that 
could represent the full array—but a reliable advantage for 
simple patterns at 5,000-msec ISI—suggesting dependence 
on a limited-capacity memory that could benefit from co-
herent, higher order image structure.

Given the Irwin (1991) result, it is possible that figural 
grouping plays a significant role in the relatively high lev-
els of performance found at long ISIs in the empty cell 
localization paradigm. However, there are reasons to be 
cautious in generalizing the Irwin result to the empty cell 
localization task. The Phillips paradigm requires com-
parison and change detection, whereas the standard in-
terpretation of the empty cell localization task is that it 
requires integration of two visual representations to form 
a composite image (Brockmole et al., 2002). These two 
tasks have historically depended on different forms of vi-
sual representation. Visible persistence supports integra-
tion in the empty cell task but impairs change detection 
in the Phillips task (Irwin, 1992b), whereas informational 
persistence supports accurate comparison and change de-
tection in the Phillips task but does not support sensory 
integration in the empty cell task (Di Lollo, 1980). Given 
the traditional dependence of the two tasks on different 
forms of visual memory, evidence of a role for VSTM 
at long ISIs in the Phillips paradigm (Irwin, 1991) does 
not necessarily imply a role for VSTM at long ISIs in the 
empty cell localization paradigm.

To test whether figural grouping in VSTM supports 
apparently high-capacity performance at long ISIs in the 
empty cell localization task, we replicated the 8–7 con-
dition of Experiment 1 with a manipulation of Array 1 
pattern complexity.

Method
Participants. Eight participants from the University of Iowa 

community completed the experiment. All participants reported 
20/20 uncorrected or corrected vision. None participated in previ-
ous experiments.

Stimuli. As in Experiment 1, two dot arrays were displayed on 
each trial. The Array 1 stimuli were drawn from two sets: a simple 
pattern set and a complex pattern set. Simple and complex patterns 
were generated on the basis of complexity ratings compiled by Ichi-
kawa (1985). These same ratings were used to group stimuli in Irwin 
(1991). Ichikawa collected complexity ratings for stimuli highly 
similar to those used in Experiment 1. Each stimulus was a 4 � 4 
grid with eight of the cells filled by dots. A total of 140 different 
patterns were rated by participants, and the stimuli were ordered 
from least complex (Item 1) to most complex (Item 140). The set of 
40 simple pattern stimuli for Experiment 2 were Items 11–50 from 
Ichikawa (1985). The set of 40 complex pattern stimuli were Items 
101–140 from Ichikawa. Figure 4 shows a sample stimulus from the 
simple pattern set and from the complex pattern set. The Array 2 
stimuli were constructed by randomly filling seven of the eight cells 
not filled in Array 1.

Apparatus. The apparatus was the same as that in Experiment 1.
Procedure. The procedure was the same as that in Experiment 1, 

with the following exceptions. The ISI conditions were limited to 0, 
100, 750, and 2,500 msec. These were chosen to mark the major per-
formance landmarks in Experiment 1: sensory integration (0-msec 
ISI), decay of visible persistence and maximum interruption mask-
ing (100-msec ISI), midrecovery (750-msec ISI), and full recov-
ery (2,500-msec ISI). The participants first completed a practice 
session of 16 trials, two in each of the eight conditions created by 
the 2 (Array 1 pattern complexity) � 4 (ISI) design. Practice items 
were not used in the experimental session. The participants then 
completed four blocks of trials in the experimental session. Each 
block contained 80 trials, one for each of the 80 Array 1 stimuli. In 
each block, 10 trials were presented in each of the eight conditions, 
randomly intermixed. Across the four blocks, each stimulus was 
presented four times. The participants completed a total of 320 tri-
als, one for each of the 80 stimuli in each of the four ISI conditions. 
Between participants, stimulus–ISI assignments were rotated be-

Simple Complex

Figure 4. Sample Array 1 stimulus from the simple pattern set (left) 
and from the complex pattern set (right) in Experiment 2.
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tween blocks by Latin square, so that each stimulus–ISI assignment 
appeared equally often in each block.

The participants were instructed in the same manner as in Experi-
ment 1. They were not informed of the complexity manipulation. 
The entire session lasted approximately 40 min.

Results and Discussion
Localization performance was examined as a function 

of Array 1 complexity and ISI. These data are presented 
in Figure 5. First, there was a reliable main effect of ISI 
[F(3,21) � 30.11, p � .001], and there was a reliable 
main effect of complexity [F(1,7) � 66.77, p � .001]. 
As is evident from Figure 4, complexity had little effect 
on performance at 0-msec ISI but had a very large ef-
fect on performance at longer ISIs. This pattern was con-
firmed by a reliable interaction between complexity and 
ISI [F(3,21) � 12.68, p � .001]. Comparing 0-msec ISI 
to each of the other individual ISI conditions, the inter-
action between complexity and ISI was reliable for each 
comparison [0 vs. 100, F(1,7) � 8.75, p � .05; 0 vs. 750, 
F(1,7) � 19.78, p � .005; 0 vs. 2,500, F(1,7) � 40.76, 
p � .001]. Examining the complexity effect, there was no 
complexity difference at 0-msec ISI [F(1,7) � 2.21, p � 
.18], but there was a reliable advantage for the simple pat-
tern condition at 100-msec ISI [F(1,7) � 12.11, p � .05], 
750-msec ISI [F(1,7) � 32.82, p � .001], and 2,500-msec 
ISI [F(1,7) � 73.14, p � .001].

In the simple pattern condition, complete recovery was 
observed, with localization performance at 2,500-msec 
ISI numerically higher (83.8% correct) than localization 
performance at 0-msec ISI (80.0% correct); the differ-
ence was not statistically reliable (F � 1). In the com-
plex pattern condition, recovery was much more limited, 
with 43.5% correct at 2,500-msec ISI. Figure 5 also plots 

the data from the 8–7 condition of Experiment 1. Ex-
periment 1 arrays were randomly generated. The average 
complexity of Array 1 stimuli from Experiment 1 was in-
termediate between the complexity of the complex and 
simple sets of Experiment 2, since both of these sets were 
chosen from the extremes of the complexity distribution. 
Consistent with the figural grouping hypothesis, mean 
localization accuracy at long ISIs for random arrays in the 
8–7 condition fell between performance for the complex 
and simple arrays of Experiment 2.

In summary, stimulus complexity did not have a sig-
nificant effect on empty cell localization at 0-msec ISI but 
had a large effect on localization at longer ISIs, consistent 
with the finding of Irwin (1991) using the Phillips change 
detection paradigm. Thus, the Experiment 2 results sup-
port the hypothesis that apparently high-capacity visual 
memory at long ISIs results, at least in part, from fig-
ural grouping in VSTM. One potentially puzzling result 
from Experiment 2 is the complexity effect at 100-msec 
ISI, which is earlier than one would expect to find on the 
basis of the time course of recovery in the standard empty 
cell task (Experiment 1; Brockmole et al., 2002). A pos-
sible explanation for this effect is that at short ISIs, the 
participants formed a figural representation of Array 1 
in the simple array condition that was relatively resistant 
to backward masking by Array 2. This possibility is con-
sistent with evidence that metacontrast masking is reduced 
when discrete stimuli can be grouped into a higher level 
figure (Ramachandran & Cobb, 1995). Note, however, 
that long ISIs were of principal concern in this experiment, 
and differential backward masking cannot account for 
the complexity effect at long ISIs. Masking interference 
should have been essentially eliminated by 750-msec ISI 
and would have been nonexistent at 2,500-msec ISI.

Figure 5. Localization accuracy as a function of ISI and pattern com-
plexity in Experiment 2. For comparison, the dotted line plots perfor-
mance for the 8–7 condition in Experiment 1. Error bars represent stan-
dard errors of the means.
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EXPERIMENT 3

In Experiment 2, we examined the properties of the 
visual memory representation supporting long-ISI per-
formance. Two related questions remain. First, what is the 
process by which Array 1 and Array 2 are related to each 
other so as to localize the empty cell? Second, how do 
representation and process interact to produce the pattern 
of performance as a function of ISI?

At very short ISIs, the mechanism supporting localiza-
tion performance is relatively well understood: Sensory 
processing of Array 2 integrates with (cannot be tem-
porally segregated from; Dixon & Di Lollo, 1994) the 
persisting sensory processing of Array 1 (visible persis-
tence). At 100-msec ISI, however, visible persistence of 
Array 1 has decayed before the arrival of Array 2, elimi-
nating the possibility of sensory integration. In addition, 
Array 2 interferes with the consolidation of Array 1 into a 
stable form in VSTM through interruption masking (Enns 
& Di Lollo, 2000). Thus, empty cell localization perfor-
mance at 100-msec ISI is very poor indeed.

What then accounts for improvement in performance at 
longer ISIs? Brockmole et al. (2002) argued that at longer 
ISIs, a VSTM representation of Array 1 is formed. This 
VSTM representation is then projected back onto visual 
areas of the brain responsible for early sensory processing 
(such as V1), a process of image formation that they de-
scribe as akin to mental imagery. In essence, Brockmole 
et al. claim that participants re-create the sensory-level 
representation of Array 1 on the basis of an Array 1 rep-
resentation maintained in VSTM. When Array 2 appears, 
it directly integrates with the projected sensory represen-
tation of Array 1. Thus, the mechanism of integration is 
identical at very short ISIs and long ISIs, except that in the 
case of very short ISIs, the Array 1 representation is the 
brief sensory persistence of Array 1, whereas in the case 
of long ISIs, the Array 1 representation is a sensory-level 
projection of the contents of VSTM. Brockmole et al. 
claimed that the time course of recovery in the empty cell 
task suggests that this process of deriving a VSTM repre-
sentation and then projecting it back to early visual areas 
takes approximately 1,300 msec to complete.

The Brockmole et al. (2002) account has three stages: 
the construction of a stable VSTM representation, the pro-
jection of that representation back onto sensory cortex, 
and the integration of that projected representation with 
sensory activation of Array 2. Recently, Jiang and col-
leagues (Jiang, 2004; Jiang & Kumar, 2004; Jiang et al., 
2005) have questioned whether the second two stages—
projection back to sensory cortex and sensory integration—
are necessary. Jiang et al. argued that localization perfor-
mance at long ISIs is supported by comparison within 
VSTM itself. In this view, participants use a strategy of 
attending to the empty locations of Array 1, forming a 
VSTM representation of the Array 1 negative space, 
which they then compare with the Array 2 dot pattern. The 
difference between these two representations (i.e., the one 
Array 1 negative space cell that does not have an Array 2 

dot) is the empty cell. In essence, Jiang et al. claim that by 
remembering the negative space pattern, participants turn 
the empty cell localization task into a change detection 
task, much like the Phillips paradigm. This account is at-
tractive in its parsimony, since it does not depend on ad-
ditional mechanisms of sensory projection and integra-
tion. In addition, the negative space comparison 
hypothesis relies on well-established properties of VSTM: 
the ability to support comparison and change detection.

In Experiment 3, a pattern complexity manipulation 
was used to discriminate between the integration and nega-
tive comparison accounts of long-ISI performance. Under 
the Brockmole et al. (2002) integration view, at long ISIs, 
participants form a VSTM representation of Array 1 for 
sensory projection and integration with Array 2. Under the 
Jiang et al. (2005) negative comparison view, participants 
form a VSTM representation of the Array 1 negative space 
for comparison with Array 2. The integration view predicts 
that manipulations facilitating the representation of the 
Array 1 dot pattern will improve long-ISI performance. 
The negative comparison view predicts that manipulations 
facilitating the representation of Array 1 negative space 
will improve long-ISI performance. Experiment 2 clearly 
demonstrated that simple patterns facilitate array represen-
tation at long ISIs, but simple Array 1 dot patterns tended 
to produce simple negative space patterns, and complex 
Array 1 patterns tended to produce complex negative space 
patterns (see Figure 4), so Experiment 2 could not discrim-
inate between the two hypotheses.

In Experiment 3, we created asymmetric stimuli in 
which the Array 1 dot pattern was simpler than the nega-
tive space pattern, and vice versa. Figure 6 shows a sam-
ple pair of Array 1 stimuli. For the left-hand stimulus, 
the dot pattern is simpler than the negative space pattern 
(array simple condition). The right hand stimulus is the 
complement of the left-hand stimulus, and complexity is 
therefore reversed: The negative space pattern is simpler 
than the dot pattern (negative simple condition). Thirty 
pairs of complementary Array 1 stimuli were used in Ex-
periment 3, ensuring that precisely the same patterns were 
formed for the dot array and negative space in the array 
simple and negative space simple conditions. In all con-
ditions, Array 2 was formed by randomly filling seven 
of the eight cells not filled by Array 1. Under the Brock-
mole et al. (2002) integration view, long-ISI performance 
should be higher when the Array 1 dot pattern is relatively 
simple. Under the Jiang et al. (2005) negative comparison 
view, long-ISI performance should be higher when the 
Array 1 negative space pattern is relatively simple.

Method
Participants. Twenty-four participants from the University of 

Iowa community completed the experiment. All participants re-
ported 20/20 uncorrected or corrected vision. None participated in 
previous experiments.

Stimuli. Fifty-five pairs of complementary eight-dot arrays 
were created, chosen so that one pattern appeared simpler than its 
complement (see Figure 6). Four raters viewed each pair, with the 
two complementary arrays displayed side by side, as in Figure 6 
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(without the labels, of course). The assignment of arrays to the left 
or right side of the screen was determined randomly and counter-
balanced across raters. For each pair, the raters examined the pair as 
long as necessary and chose the pattern that appeared to be simpler, 
rating the ease of decision on a 9-point scale. To ensure that simplic-
ity decisions were based on ease of figural processing, the raters 
were told that simple patterns tended to form coherent, connected 
shapes. For 40 of the 55 pairs, all 4 raters agreed on the simpler pat-
tern. In each of these cases, the simpler pattern was the one chosen 
as simpler by the 2 research assistants who created the stimulus set, 
so the complexity decision was consistent across six sets of judg-
ments. Of these 40, the 30 pairs with the highest ease of decision 
rating were selected for use in Experiment 3. Thus, for half of the 60 
Array 1 stimuli, the dot array pattern was simpler than the negative 
space pattern, and for the other half (their complements) complexity 
was reversed. In each case, Array 2 was formed by randomly filling 
seven of the eight cells not filled in Array 1. In all other respects, the 
stimuli were the same as those in Experiments 1 and 2.

Apparatus. The apparatus was the same as that in Experiments 1 
and 2.

Procedure. The procedure was the same as that in Experiments 1 
and 2, with the following exceptions. The ISI conditions were lim-
ited to 500, 1,500, and 2,500 msec. Each of these ISIs was in the 
range of ISIs showing a simple pattern advantage in Experiment 2. 
The participants first completed a practice session of 30 trials. All 
practice arrays were randomly generated. The participants then 
completed three blocks of trials in the experimental session. Each 
block contained 108 trials. Forty-eight of these were filler trials with 
randomly generated arrays (16 in each ISI condition). For the 60 
critical trials in a block, all 60 Array 1 experimental stimuli were 
presented. The 60 trials were evenly divided across the ISI condi-
tions. Across the three blocks, each Array 1 stimulus appeared in 
each ISI condition. Between participants, stimulus–ISI assignments 
were rotated between blocks by Latin square, so that each  stimulus–
ISI assignment appeared equally often in each block.

The participants were instructed in the same manner as in Experi-
ment 1. They were not informed of the complexity manipulation. 
The entire session lasted approximately 40 min.

Results and Discussion
Localization performance was examined as a function 

of Array 1 complexity (array simple, negative space sim-
ple) and ISI (500, 1,500, and 2,500 msec). Trials with ran-
dom arrays were filler trials and were not directly relevant 

to the question of localization mechanism. For the sake 
of completeness, however, they are reported in Figure 7. 
First, there was a reliable main effect of ISI [F(2,46) � 
4.96, p � .05], with higher performance at longer ISIs. 
The critical effect of complexity was reliable [F(1,23) � 
5.42, p � .05], with higher performance when the Array 1 
negative space was simple (54.9%) than when the Array 1 
dot pattern was simple (51.1%). These two factors pro-
duced a reliable interaction [F(2,46) � 3.21, p � .05], 
driven by the absence of an advantage for the negative 
simple condition at 2,500-msec ISI.

There was a surprising number of low-performing par-
ticipants in this experiment. Six participants performed 
below 40% correct across conditions. The purpose of the 
experiment was to examine the strategies and mecha-
nisms used to perform the localization task accurately at 
long ISIs. Thus, it is important to ensure that the effects 
were driven by participants who were able to perform the 
task accurately and not by participants who were unable to 
perform the task accurately. Figure 8 displays the results 
after elimination of the 6 participants who performed 
below 40% correct. The pattern of data obtained in this 
high-performing subset of participants was the same as 
that obtained in the full data set. The advantage for nega-
tive simple over array simple was still reliable [F(1,17) � 
6.70, p � .05], as was the effect of ISI [F(2,34) � 3.73, 
p � .05]. However, the interaction between complexity 
and ISI was not reliable [F(2,34) � 1.31, p � .28].

If accurate performance at long ISIs is supported by 
a strategy of attending to and remembering the negative 
space pattern of Array 1, then the negative simple ad-
vantage should have been larger in later blocks, after the 
participants had an opportunity to develop a consistent 
strategy. Figure 9 shows the data for the high-performing 
group as a function of block. The advantage for the nega-
tive simple condition was most pronounced in the third 
block of trials. In addition, the absence of an overall ef-
fect of complexity condition at 2,500-msec ISI appears to 
have been generated by poor Block 1 performance in the 

Figure 6. Sample pair of complementary Array 1 stimuli from Experi-
ment 3. In the left Array 1 stimulus, the dot array forms a simpler pat-
tern than the negative space (array simple condition). In the complemen-
tary Array 1 stimulus on the right, the negative space forms a simpler 
pattern than the array (negative space simple condition).

Array Simple Negative Space Simple
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negative simple condition at 2,500-msec ISI. By Block 3, 
all ISIs demonstrated an advantage for the negative sim-
ple condition. 

Although there was a reliable advantage for the negative 
simple condition, the difference between complexity con-
ditions was smaller than the complexity effect observed 
in Experiment 2. This is not surprising. The complexity 
manipulation in Experiment 3 was constrained by the use 
of complementary Array 1 stimulus pairs. The simple 
patterns were significantly less simple than the simple 
patterns of Experiment 2, and the complex patterns were 
significantly simpler than the complex patterns in Experi-
ment 2 (compare Figures 4 and 6). Accordingly, perfor-
mance in the negative simple condition in Experiment 3 
was lower than in the simple condition of Experiment 2, 

and performance in the array simple (negative complex) 
condition in Experiment 3 was higher than in the complex 
condition of Experiment 2. Given the more subtle ma-
nipulation of complexity in Experiment 3, the advantage 
for the negative simple condition provides strong support 
for the negative space comparison hypothesis proposed by 
Jiang et al. (2005). Thus, we must revise our interpreta-
tion of Experiment 2. Instead of grouping multiple dots 
into higher order figures, participants appear to group 
multiple empty cells into higher order figures.

GENERAL DISCUSSION

In the present study, we examined the memory systems 
and mechanisms supporting performance in an empty cell 

Figure 7. Localization accuracy as a function of ISI in the array 
simple, negative space simple, and random array conditions in Experi-
ment 3. Error bars represent standard errors of the means.

Figure 8. Localization accuracy for the 18 participants performing 
above 40% correct in Experiment 3. Error bars represent standard er-
rors of the means.
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localization paradigm. In Experiment 1, we replicated the 
Brockmole et al. (2002) effect of relatively accurate empty 
cell localization at long ISIs. In Experiment 2, we tested 
whether this apparently high-capacity performance is sup-
ported by figural grouping in VSTM using a manipulation 
of pattern complexity. Array 1 formed either a simple pat-
tern or a complex pattern. If performance at long ISIs is 

supported by figural grouping in VSTM, then long-ISI 
performance should have been higher when figure extrac-
tion was relatively easy (simple pattern condition) relative 
to when figure extraction was difficult (complex pattern 
condition). Consistent with the figural grouping hypothe-
sis, a simple pattern advantage was observed at long ISIs. 
This result suggests that performance at long ISIs is sup-
ported by a limited-capacity, object-based visual memory 
that is sensitive to higher order image structure: VSTM. 
The effect of pattern complexity provides a means to rec-
oncile apparently high-capacity memory at long ISIs with 
evidence that VSTM has a limited capacity of three or 
four objects. At long ISIs, Array 1 is likely represented in 
VSTM as one or more higher order objects, each contain-
ing information from more than one array element.

The complexity effect at long ISIs contrasts with the 
absence of a complexity effect at 0-msec ISI. This latter 
result is consistent with the idea that brief forms of sen-
sory memory are maintained in early, retinotopic stages 
of visual processing, before the computation of higher 
order image structure. From a slightly different perspec-
tive, if visible persistence maintains a complete represen-
tation with sufficient capacity to represent the positions 
of essentially all of the dots, then performance will be 
accurate, regardless of how the dots are configured. The 
reduced performance at long ISIs for complex patterns 
demonstrates that, unlike visible persistence, VSTM does 
not have the capacity to represent all the array elements 
individually (Irwin, 1991; Phillips, 1974).

In Experiment 3, we examined the means by which the 
empty cell is localized at long ISIs. We pitted the Brock-
mole et al. (2002) hypothesis that localization is supported 
by sensory projection of Array 1 and direct integration 
with Array 2 against the Jiang et al. (2005) hypothesis 
that localization is supported by memory for the Array 1 
negative space followed by comparison with Array 2 and 
change detection. The relative complexity of the Array 1 
dot pattern and negative space pattern was manipulated. 
Localization performance was reliably higher when the 
Array 1 negative space pattern was simple relative to 
when the Array 1 dot pattern was simple, supporting the 
Jiang et al. negative comparison view. These results sug-
gest that the same set of mechanisms support long-ISI per-
formance both in the Phillips change detection paradigm 
(Irwin, 1991) and in the empty cell localization paradigm: 
Both depend on VSTM comparison and change detection. 
In the case of the Phillips task, participants remember the 
dot array pattern. In the empty cell task, however, partici-
pants remember the negative space pattern.

These results converge with the results reported in 
Jiang et al. (2005). In that study, participants first viewed 
an array of seven dots. After a variable ISI, participants 
performed one of two tasks: the empty cell localization 
task or a modified Phillips change detection task. In the 
empty cell task, a second array of eight dots was presented, 
and participants attempted to determine the empty cell. 
In the change detection task, Array 1 was re-presented 
along with one new dot, and participants responded to 
indicate which dot was new. Under the Brockmole et al. 

Figure 9. Localization accuracy for the 18 participants per-
forming above 40% correct as a function of block in Experi-
ment 3. Error bars represent standard errors of the means.
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(2002) view, at long ISIs both tasks should depend on a 
VSTM representation of Array 1 dot pattern. Under the 
Jiang et al. view, the two tasks should depend on different 
representations: a representation of the Array 1 negative 
space for the empty cell task and a representation of the 
Array 1 dot pattern for the change detection task. In dif-
ferent blocks, the proportion of trials in each task was 
manipulated. Consistent with the negative space compari-
son explanation of empty cell localization at long ISIs, 
successful performance on one task was achieved at the 
expense of the other, suggesting they were supported by 
different representations in VSTM.

In conclusion, Brockmole et al. (2002) found a strik-
ing recovery in empty cell localization performance at 
longer ISIs. In that study, long ISIs produced levels of 
performance that rivaled performance at very short ISIs, 
when localization is known to be based on high-capacity 
visible persistence. The present study demonstrated that 
long-ISI performance depends on VSTM and is supported 
by the grouping of individual array elements into one or 
more higher order figures. These results reconcile the ap-
parently high-capacity performance at long ISIs with the 
standard, limited-capacity model of VSTM. In addition, 
at long ISIs, participants appear to perform the task not by 
remembering the Array 1 dot pattern but rather by remem-
bering the Array 1 pattern of empty cells, which can then 
be compared with Array 2 to isolate the missing dot.
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NOTES

1. If in the Phillips (1974) paradigm Array 1 is presented for a very 
brief duration, then short-ISI performance does fall within the SOA 
range of visible persistence, and performance is very poor: The two ar-
rays fuse, and it becomes difficult to determine whether or not Array 1 
has changed (Irwin, 1992b).

2. If the duration of Array 1 is increased to over 130 msec, perfor-
mance is very poor, even at 0-msec ISI, demonstrating that visible per-
sistence is locked to stimulus onset, not offset (Di Lollo, 1980).
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